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Abstract

Insider threat is recognised to be a significant problem and of great concern to both corporations and governments alike. Traditional intrusion detection systems are known to be ineffective due to the extensive knowledge and capability that insiders typically have regarding the organisational setup. Instead, more sophisticated measures are required to analyse the actions performed by those within the organisation, to assess whether their actions suggest that they pose a threat. In this paper, we propose a proof-of-concept that focuses on the use of activity trees to establish sequential-based analysis of employee behaviour. This concept combines the notions of previously-proposed techniques such as attack trees and behaviour trees. For a given employee, we define a tree that can represent all sequences of their observed behaviours. Over time, branches are either appended or created to reflect the new observations that are made on how the employee acts. We also incorporate a similarity measure to establish how different branches compare against each other. Attacks can be defined as where the similarity measure between a newly-observed branch and all existing branches is below a given acceptance criteria. The approach would allow an analyst to observe chains of events that result in low probability activities that could be deemed as unusual and therefore may be malicious.

We demonstrate our proof-of-concept using third-party synthetic employee activity logs, to illustrate the practicalities of delivering this form of protective monitoring.

1 Introduction

Insider threat remains to be a serious and persistent problem within many organisations and governments. The in-depth knowledge that insiders have of the inner workings of their organisation, and the elevated privileges for accessing sensitive records, places insiders as an organisation’s greatest threat, should they ever choose to act as such. Insiders may attempt to: steal information, such as company secrets, customer details, or financial accounts, and subsequently sell it on to rival organisations to gain competitive advantages; sabotage information systems and business processes of organisations as an act of vengeance; disclose classified information committing national security crimes; or unintentionally, due to carelessness or manipulation, misuse organisational resources [4].

Designing a system to prevent, deter, monitor and detect insider threats poses great challenges, which many anomaly detection problems do not suffer from. This is due to the fact that insiders possess knowledge of the organisations’ policies, security procedures and computer systems. In addition, most of the times they have authorisation to access core assets of an organisation, establishing them in a unique position to mask their malicious activities. These are not the only challenges, however, since usually the malicious activity is a very small portion of insiders’ daily workload, whereas their attack methods constantly evolve creating a dynamic environment. Addressing these challenges requires not only monitoring for anomalous activities but a deeper understanding of the insiders’ motivations and behaviours.

Understanding the activities which insiders conduct may provide a significant benefit towards monitoring, detecting and preventing the actions of a potential attack. In particular, how an insider chooses to conduct activities, including the sequence of the activities, may be indicative of a change in behaviour.
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that could imply threatening activity or reveal their motives. In this paper, we propose the use of activity trees for assessing the behaviours of insiders. Building on the concept of attack trees [18], activity trees show the range of possible activities that an insider may conduct in order to achieve their expected daily workload, rather than being restricted to only the activities that are deemed as an attack. By doing so, we acquire a richer picture of an attack which may reveal insiders’ motives and facilitate our understanding of their behaviours.

In what follows, Section 2 provides a description of related work in the area of attack trees, Section 3 details our approach to constructing the activity tree and Section 4 elaborates on how we define the threshold of what is considered an attack and what as a normal activity. Section 5 describes the case study where we apply our approach and we conclude with Section 6 where we provide opportunities for future work.

2 Related Work

The work presented in this paper draws on the concept of attack trees from the security literature and on the concept of behaviour trees from the Artificial Intelligence (AI) literature. Trees are widely used within many areas of Computer Science. They provide a well-defined hierarchy that is well suited for describing sequential activity. Behaviour trees in particular are popular within Artificial Intelligence works, and are used primarily to describe the range of possible actions that a character may take on [10] [12]. For example, if developing a game that involves a sword fight, the character would first need to find the sword, then pick up the sword, and then use the sword, in order to attack. The behaviour tree allows the sequence of activities to be defined, clearly indicating what activity may precede and follow.

Behaviour trees may also capture dynamic behaviours. In [10] for example, Florez et al focus on retrieving behaviours by considering the super state in which the system is and the underlying goals in order to guide Non-Player Characters (NPC) actions which are dynamically built. To our knowledge there is no work addressing the insider threat problem which uses behaviour trees, unlike the attack trees concept.

Schneier coined the term attack trees defining them as “a way of thinking and describing security of systems and subsystems” [18]. Attack trees can be applied to acquire insights on the objectives of the attacks, obtain information about the attackers, formulate hypothesis about possible occurrences of attacks, draw security assumptions of a system and provide a strategy of how to best spend a security budget. Researchers have widely used Schneier’s methodological approach to describe attacks by malicious insiders, detail strategies for countermeasures and provide optimal solutions for allocating finance resources on security policies [2].

Moore et al [13] detail in their paper a high-level methodology for structuring attack trees regarding insider threats. Their intention is to identify frequent occurring attack patterns and to use this information to shape the design of information systems towards more secure solutions.

Based on attack trees, Ray et al [17] propose a framework to identify malicious activities from authorized insiders. Their attack trees concern only network vulnerabilities and they provide a formal definition of these trees. In addition they describe algorithms to generate customised trees for insiders in order to compare their activities with the attack trees. They also provide a model to compute the likelihood of an attack based on the activity of the user. The existence of attack trees which describe network vulnerabilities is a prerequisite for their system and they do not elaborate on how these trees can be built.

In [9] the authors focus on graph-based approaches to identify anomalous instances of “structural patterns” in data that may indicate insider threat activity. By investigating structural patterns, they highlight activities which resemble normal transactions but due to their differences in structural form are designated as attacks. Results from running their algorithms on different data such as e-mail, and business
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processes illustrate the success of their method. When their approach is applied, however, to dynamic graphs whose structure changes over time results show “minimal success” [9].

Dewri et al [8] describe a systematic approach to perform a cost-benefit analysis on optimising the selection of a subset of security hardening measures from a wider set. Their methodology is driven by constructing attack-tree models of an organisation’s network to facilitate the process of optimisation. Similarly to Dewri et al, Poolsappasit et al [16] suggest a risk management framework which is based on Bayesian networks, enabling organisations to estimate the probability of a network being compromised at different layers. They define a formal language to describe a dynamic Bayesian network and demonstrate how to design a risk mitigation plan.

Bayesian network methodologies are applied in [22] as well. This work considers near real-time security analysis, where important types of uncertainty are identified with the use of Bayesian networks. The Bayesian networks are constructed based on existing security graph models. Wang et al [20] extend attack graphs analysis and apply it to intrusion detection. In their work, attack graphs are acquired, and then compared to received alerts in order to hypothesize for missing alerts which are not captured by the intrusion detection system or to predict future threats.

Another stream of literature on insider threats has focused on applying anomaly detection techniques [3]. In [19], the authors provide a synopsis on methods of a research project intended to develop novel approaches to detect insider threats. They used data from a real corporate database of stored activities on their users’ computers to verify their approaches on identifying characteristics of insider threats. They applied seventeen different algorithms for anomaly detection, which were shaped based on patterns of well-established malicious insider behaviour. They concluded their project by providing a visual language for describing features, peer groups, baselines and algorithms to detect anomalies indicative of insider threat behaviour.

Parveen et al in [15] and [14] propose an unsupervised, ensemble learning algorithm to create a set of iterative sequences from dynamic data streams to identify anomalies which could indicate insider threat behaviour. The unsupervised learning techniques provide the basis to define common behaviour. This results in a classifier providing high classification accuracy for data streams containing insider threat uncommon behaviours.

Chen et al [6] also present an anomaly detection system based on unsupervised learning techniques to identify insider threat. The system is using information from recorded access logs and performs statistical analysis to estimate the deviation of users’ activities from their communities to predict possible anomalous situations. Their model is applied to six months of access logs from an electronic health record system in a medical centre. Another framework providing support for detecting malicious insider activities is proposed in [11]. In this work, the authors report on a framework which considers information from the cyber-domain but also tries to infer psychological and behavioural factors.

Research work drawing on the attack trees concept prerequisites the existence of attack trees, and mainly focuses on creating risk assessment methodologies for the network. In the anomaly detection stream, there are works that consider unsupervised learning but do not take into consideration the sequence of events as can be described in attack trees. We endeavour to fill this gap by proposing a system which will generate the activity tree automatically, identify the anomalous behaviour and present it in the form of an attack tree.

3 Tree-based analysis

3.1 Attack Trees

Trees have a historical grounding in many applications of Computer Science. From a security viewpoint, Schneier introduced the term *attack trees* that provide a formal approach for defining attack routes. In
a traditional attack tree, the attack objective is defined at the root of the tree, and the branches from this define the steps required to achieve this objective. Multiple routes may then exist to achieve the same outcome, and analysts can examine the different routes that could be taken to identify preventative measures for stopping routes from being accessible to attackers. It provides a formal basis for assessing which routes are viable for an attacker to take, and what the full extent of routes to attack are (or at least, as inclusive of all routes as is humanly possible).

Leaf nodes can be attached to root nodes in two different ways, namely the “OR” nodes and the “AND” nodes. Attaching nodes to the root with the OR function, denotes that the goal of this attack (root node) can be achieved in different ways, all of which are independent of each other and only one will suffice to characterise the attack as successful. Linking leaf nodes to the root node with the AND function denotes the different steps which are all required to accomplish the attack. The attack is successful if and only if all the leaf nodes are successful and the sequence that these steps are executed is irrelevant to the goal.

In addition to the dichotomy of the AND and OR functions, attack trees allow attributes to be assigned to leaf nodes. For example a logon node may be assigned the time attribute. The values of the attributes range from a simple boolean value to a continuous variable such as time. Calculating a value for a node requires the calculation of the values of each children. Once these are calculated, the propagation of the values depends on the AND or OR function which connects the children of the node since propagation is calculated differently. For example, if we are interested in calculating the lowest cost with which an attack may be successful, the propagated value for an AND function will be the sum of all the values of the children-leafs, whereas for the value for an OR function will be the lowest value of the children.

The concept of attack trees can easily be extended to describe any sequence of activities that result in an end goal being achieved, and are not limited to only attacks. For example, if an employee wanted to achieve promotion then there may be a number of possible routes that they could take to try and achieve such an end goal. Here, we shall assume that all insiders operate to achieve some end goal that can be defined as to conduct their expected daily workload, achieved by performing their normal sequence of activities during the course of a day (or similarly, from a logon to a logoff).

### 3.2 Activity Trees

For our system, we use the notion of activity trees for define all behaviour of a user, or in the case of multiple users, a role. This extends on the concept of attack trees, to incorporate not only the sequence of events that would result in an attack, but also the sequence of events that would result in a non-malicious objective. This could be defined as the workload required to complete a particular project, to obtain a promotion, or in a much more general case, it could be the sequence of events that occur in a normal working day.

Figure 1 illustrates the concept of the sequential analysis conducted by the system. Given a user, at the most basic level we can consider two objectives that an employee may aim to achieve: conducting their daily workload as expected (shown in green), or conducting a malicious attack (shown in red). The sequence of events that occur in each branch may either be pre-defined based on what the organisation expects the user to be performing, or what the organisation knows of previously-conducted attacks, or it can be initialised as an empty set which is then populated by the system over time. Typically, an organisation would populate the normal daily workload branches based on known-normal, such as a period of one month where no security incidents were observed.

Each node within the tree represents an activity that has been conducted by the user and observed by a monitoring tool (either automatically or manually). In the example, it can be seen that there are three branches of normal activity, and one branch of malicious activity. In addition to the activity name, each node can also maintain additional information, including the time of day that this activity was conducted,
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Figure 1: Tree structures for defining expected daily workload and malicious attacks. All users will have a tree that defines their daily workload (green). Some users may also have a tree that defines malicious or suspicious activity that they, or others, have performed (red). The blue tree represents the current observation. The system needs to determine which tree this branch belongs in.

and the attributes associated with this (e.g., filename, e-mail contact, web address, machine used). Once the initial learning period has taken place, the system then treats all new observations as a comparison between the given observation and either the normal working behaviour or malicious behaviour. In the example, a new observation is made (shown in blue). The system needs to be able to consider which branch of activity this chain of events should belong to.

4 Branch similarity

In order for the proposed approach to be effective, we need to consider how a similarity measure can be defined. Given a branch, the system needs to be able to determine the similarity between this branch and the existing tree, so as to classify the observation as being either normal or malicious. In the case where the branch matches exactly with an existing branch, then the tree remains unmodified. Otherwise, it may be that there is a partial match between the observed branch and a particular branch in the existing tree, in which case the system may be able to append the observation and extend that particular branch. It may also be the case that the observed branch does not occur in the tree, however there are some similarities such as time or attribute that are shared. For each branch in the current tree, the system should perform a branch similarity calculation against the newly-observed branch.

As a simple approach, assuming that the current branch being compared and the newly-observed branch are of an equal length, we could compute the number of nodes where there is a mismatch between the two corresponding activities. Of course, sequences may not necessarily be of equal length, so we may wish to treat this as a sliding window against the current branch if the current branch is longer than the newly-observed activity. Extending this further, it would also be beneficial to be able to incorporate whether the values associated with the activity, such as time of day or attributes are equal or not. Likewise, we may also choose to provide a weighting term to the assessments made on activity, time, and attribute, to further enhance the comparison.

It is clear that different similarity measures will provide different results for the construction of the attack branches. If our similarity measure is too strict, then the tree may result in an overly-complex structure due to the fact that each observation is represented by a unique branch. Similarly, if our similarity measure is too relaxed, then it may become the case that attacks are accidentally classified as
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Figure 2: Activity tree for a single user over the period of one month. There exist 27 distinct paths through the tree, where each represents an observed sequence of normal activity. Using the tree-structure, paths can be constructed hierarchically to show commonality in behaviours.

normal behaviour. As more complex data sets become available that represent insider-threat activity, we aim to develop the range of similarity measures that could be defined further, based on the more varied range of activities that could be conducted by real human users.

Determining similarity between trees is a fertile area for research that has attracted the interest of many researchers. Cohen et al. try to tackle this problem by introducing a class of tree distance functions. They illustrate their algorithm, which considers the distance functions, and present evidence of its performance on experimental cases. White et al. present a dynamic structure for similarity indexing, focusing on improving the response time of a system comparing branches. As a similarity measure they use the weighted Euclidean distance metric of nodes. Yang et al. focus on computing the tree edit distance which is used to determine the similarity of the branches and describe a novel algorithm which integrates the distance into a filter-and-refine framework. Determining the similarity measure is an open problem and for the needs of this paper we decided to use distance difference of nodes.

5 Experimentation

To demonstrate sequential tree-based profiling, we have developed a proof-of-concept software tool for constructing the tree profile, assessing the similarity of newly-observed branches, and for visualizing the results. The system is written using the Python programming language for the back-end processing, with a web-based front-end based on Javascript and D3 for visualizing the results.

We experiment using the publicly-available test datasets provided by Carnegie Mellon University’s Insider Threat programme. The datasets represent a synthetic organisation consisting of 1000 employees, each with a defined job role. The datasets consist of observed activities that employees perform within the organisation, including logging in and out of machines, sending e-mails, accessing files, accessing web sites, and using USB storage devices. In each of their example datasets, a scenario has been
crafted and one or more employees exist within the data who perform malicious behaviours at some point during the observed time period (typically a year and a half).

Figure 2 illustrates the activity tree for a single user, during the process of training, consisting of 27 distinct paths that can be taken through the tree. The system constructs a tree as shown here for each user and for each role. All the nodes record the time of the event, along with additional attributes as described below. For a logon, logoff, or USB device node, the attribute is the computer that this event was performed from. For an email node, the attributes are the size of the email, the device from which the email was sent and the recipient of the email. For a web node, the attributes are the website visited and the device from which the website was visited. For a file node, the attributes denote the filename, the device that it was accessed from.

After the training period of one month, the system then begins performing branch similarity on all newly-observed sequences of activities. For the purposes of this case study, we define abnormal behaviour to be where the newly-observed behaviour consists of more than two nodes that differ in terms of activity, or where there is more than one nodes difference and a difference of 8 hours in the observed time period. The testing of the branch similarity is then performed on all data observed after the one month learning period. Should a sequence not reach the required criteria, then the system appends this observation to the attack branch.

Figure 3 shows the attacks sequences that were obtained for the malicious user based on our experimentation. Our system is able to identify one insider threat and construct the different ways in which the insider committed malicious activities. Of the 8 paths shown, 7 of these are defined to be malicious (the one that was not is the single Logoff sequence that was performed at an unusual time). In 6 of the branches, the employee has been observed using a USB storage device. Of these branches, there exist similar chains of activities, however these have been observed at different times during the night, hence the distinct branches. When compared against their normal activity, they have never been observed using a USB device before. The results obtained from this study certainly are encouraging, and the sequence of events that an employee is observed making certainly should be deemed as an important assessment towards insider threat detection.

Anomaly detection systems such as those described in Section 2 would have indicated that a user inserting a portable device or uploading data to wikileaks.org webpage renders users’ activities malicious. Our approach to tackle the problem of insider threat is complementary to the anomaly detection methodology, since constructing the attack tree may offer useful insight to determine the motivation of the attacker. By having the sequence of events we obtain a richer picture than just recognising the anomalous behaviour. In our case study for example, since the user first stored the data in a portable device and then used this device to upload the data on wikileaks.org webpage, an analyst may be able to draw assumptions on the employee’s motives, which could help address how the insider should be dealt with after the detection stage.

6 Conclusion

Insider threats remain a significant problem and a serious concern to the organisations. The insightful knowledge that insiders possess, provides them with opportunities to mask their behaviour, thus raising the difficulty for any anomalous detection system. In this paper we have proposed a sequential analysis approach for insider threat detection. Based on the notion of attack trees, we extend this to define insider behavioural trees. As new observations of activity sequences are made, the system determines whether the new branch should be appended to the tree that defines normal behaviour, or whether it should be appended to the tree that defines threatening behaviour. Our testing on the commonly-used CMU-CERT datasets appears encouraging at this early stage, and is capable of detecting the malicious insider from
Figure 3: Activity tree for the malicious user over the period of a year and a half, showing only the ‘attack’ branch. The user has been observed logging in during the night and using a USB drive. In one instance, they also access the webpage wikileaks.org which they would not normally do.

the normal users.

The work is currently in its early stages, and described as a proof-of-concept. We aim to extend upon this concept as future work. In particular, we would want to experiment with this approach using a wide variety of insider-threat case scenarios, and to identify the computational complexity of extending the tree-profiling concept when dealing with a wider range of activities and attributes than are available from synthetic data. Finally, we intend to explore the notion of branch similarity in the context of insider-threat detection further. As has been described in this paper, to establish a similarity measure is a challenge in itself, to ensure that the balance is maintained between a concept representation of user and role-based activity, whilst also not losing sight of valuable information. Also, the weighted contribution that should be made by additional factors such as time of day and associated attributes needs to be explored further. It is possible that a number of different models may provide a greater detection capability, where different weighted combinations are deployed. There is much work that can extend on the notion described here, however it is expected that sequential-based techniques such as this could well prove complementary to other anomaly detection systems. By providing a richer picture of insider attack based on the sequence of the events, organisational analysts can have more tools at their disposal for detecting and preventing insider threats.
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